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Abstract: AI has the potential to revolutionize mental health services by providing personalized
support and improving accessibility. However, it is crucial to address ethical concerns to ensure
responsible and beneficial outcomes for individuals. This systematic review examines the ethical
considerations surrounding the implementation and impact of artificial intelligence (AI) interventions
in the field of mental health and well-being. To ensure a comprehensive analysis, we employed a
structured search strategy across top academic databases, including PubMed, PsycINFO, Web of
Science, and Scopus. The search scope encompassed articles published from 2014 to 2024, resulting
in a review of 51 relevant articles. The review identifies 18 key ethical considerations, including 6
ethical considerations associated with using AI interventions in mental health and wellbeing (privacy
and confidentiality, informed consent, bias and fairness, transparency and accountability, autonomy
and human agency, and safety and efficacy); 5 ethical principles associated with the development
and implementation of AI technologies in mental health settings to ensure responsible practice
and positive outcomes (ethical framework, stakeholder engagement, ethical review, bias mitigation,
and continuous evaluation and improvement); and 7 practices, guidelines, and recommendations
for promoting the ethical use of AI in mental health interventions (adhere to ethical guidelines,
ensure transparency, prioritize data privacy and security, mitigate bias and ensure fairness, involve
stakeholders, conduct regular ethical reviews, and monitor and evaluate outcomes). This systematic
review highlights the importance of ethical considerations in the responsible implementation and
impact of AI interventions for mental health and well-being. By addressing privacy, bias, consent,
transparency, human oversight, and continuous evaluation, we can ensure that AI interventions
like chatbots and AI-enabled medical devices are developed and deployed in an ethically sound
manner, respecting individual rights, promoting fairness, and maximizing benefits while minimizing
potential harm.

Keywords: artificial intelligence; mental health; ethics; well-being; interventions

1. Introduction

Artificial intelligence (AI) is a rapidly advancing technology that involves the devel-
opment of systems capable of performing tasks that typically require human intelligence,
such as learning, problem solving, and decision making (Chalyi 2024; Saeidnia 2023). In the
field of health, AI has emerged as a powerful tool with the potential to transform various
aspects of healthcare delivery, diagnosis, treatment, and patient care (Reddy et al. 2019). By
leveraging data analytics, machine learning algorithms, and predictive modeling, AI has
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the capacity to revolutionize the way healthcare services are delivered and improve patient
outcomes (Alowais et al. 2023; Yelne et al. 2023).

In recent years, AI has also made significant inroads into the field of mental health
and well-being (Yelne et al. 2023). Mental health disorders such as depression, anxiety, and
PTSD represent a growing global health burden, with millions of individuals in need of
support and treatment (Wainberg et al. 2017; Charlson et al. 2019). AI technologies have
been utilized to develop innovative interventions aimed at addressing these challenges
by improving access to care, enhancing treatment outcomes, and providing personalized
support to individuals in need (Mennella et al. 2024). From chatbots and virtual therapists
(referring to digital, remote mental health support and treatment, whether delivered by
AI systems, human therapists, or a combination of both) to predictive analytics for early
intervention, AI interventions in mental health hold great promise for improving the quality
and effectiveness of mental healthcare services (Balcombe 2023).

The potential benefits of artificial intelligence in mental health are multifaceted (Baskin
et al. 2021; Carr 2020). AI-based interventions have the capacity to provide timely and
personalized support to individuals experiencing mental health challenges, thereby im-
proving their overall well-being (S. Graham et al. 2019; Shah 2022). By analyzing vast
amounts of data, AI systems can identify patterns and trends that may not be apparent
to human clinicians, leading to more accurate diagnoses and treatment recommendations
(Alowais et al. 2023; Faezi and Alinezhad 2024). AI tools can also help bridge the gap in
mental health services by reaching underserved populations, reducing barriers to access,
and increasing the efficiency of healthcare delivery (V. Singh et al. 2024).

Alongside the potential benefits of AI in mental health, however, there are also signifi-
cant ethical consequences that must be carefully considered (Jeyaraman et al. 2023). The
use of AI in health care, particularly in sensitive areas such as mental health, raises complex
ethical dilemmas related to privacy, consent, transparency, accountability, bias, and the
potential for unintended harm (Farhud and Zokaei 2021; Thakkar et al. 2024). Issues such
as data security, algorithmic bias, and the impact of automation on the patient–provider
relationship are critical considerations that must be addressed to ensure the responsible
and ethical implementation of AI interventions in mental health settings (Alowais et al.
2023; Bélisle-Pipon et al. 2022; Davahli et al. 2021; Gaonkar et al. 2023; Sarah Graham et al.
2019; Jeyaraman et al. 2023; Khanna and Srivastava 2020).

Against this backdrop, this systematic review study aims to critically examine the
ethical considerations surrounding the use of artificial intelligence in mental health inter-
ventions. By synthesizing existing literature and research findings, our goal is to shed
light on the key ethical challenges and opportunities associated with the integration of
AI technologies in mental health care. We seek to identify best practices, guidelines, and
recommendations for promoting responsible implementation and ensuring the positive
impact of AI interventions on individuals’ mental health and overall well-being. Through
this review, we aim to contribute to a better understanding of how ethical principles can be
upheld in the development and deployment of AI solutions in mental health, ultimately
enhancing the quality and accessibility of mental healthcare services while safeguarding
the rights and dignity of individuals receiving care.

2. Methods and Materials

In this study, we critically analyze the ethical considerations related to the utilization of
artificial intelligence in mental health interventions. Throughout the process of manuscript
preparation, we followed the guidelines outlined by (Smith et al. 2011), with a specific focus
on the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA)
guidelines (Page et al. 2021).

2.1. Research Questions

1. What are the key ethical considerations associated with the use of artificial intelli-
gence interventions in mental health and well-being?
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2. How can ethical principles be integrated into the development and implementation
of AI technologies in mental health settings to ensure responsible practice and positive
outcomes?

3. What are the best practices, guidelines, and recommendations for promoting ethical
use of AI in mental health interventions?

2.2. Inclusion and Exclusion Criteria

This systematic review applied the following inclusion and exclusion criteria.

2.2.1. Inclusion Criteria

The inclusion criteria for this review study encompass studies that focus on the ethical
considerations surrounding the use of artificial intelligence interventions in mental health
and well-being. Including studies that address ethical considerations ensures a compre-
hensive understanding of the potential implications of AI in mental health interventions.
Additionally, studies investigating the impact of AI on mental health outcomes are crucial
for evaluating the effectiveness and potential risks associated with these technologies. All
types of articles, including reviews, original research, short communications, and letters
to the editor, are considered for inclusion to provide a diverse range of perspectives and
insights on the topic. This approach allows for a thorough examination of the current
literature on AI in mental health, regardless of the format in which the information is
presented. Finally, limiting the inclusions to publications in the English language ensures
consistency in data interpretation and accessibility for the review process.

2.2.2. Exclusion Criteria

The exclusion criteria for this review study involve excluding studies that do not
specifically address the ethical implications of AI interventions in mental health, as the
primary focus of this review is on the ethical considerations associated with AI technolo-
gies in mental health and well-being. Additionally, studies that primarily emphasize the
technical aspects of AI algorithms without integrating discussions on ethical considerations
are excluded, as the ethical dimension is a key aspect of interest in this review. Publications
in languages other than English are also excluded to maintain consistency in data interpre-
tation and ensure accessibility for the research process. By applying these exclusion criteria,
this review aims to focus on studies that provide comprehensive insights into the ethical
implications of AI interventions in mental health.

2.3. Databases and Search Method

We conducted a comprehensive literature search across the following databases:

1. PubMed;
2. PsycINFO;
3. Scopus;
4. Web of Science;
5. Google Scholar.

Search terms included combinations of keywords related to artificial intelligence,
mental health, ethics, well-being, and interventions. Boolean operators (AND, OR) were
used to refine search queries and identify relevant studies. The search scope spanned
a decade between 2014 and 2024. We conducted a manual search of Google Scholar to
enhance the scope of our search and identify additional relevant articles. This method
enabled us to expand our search beyond the initial database search and uncover a broader
range of scholarly articles related to our research topic.

The search strategy was designed to capture a broad range of articles addressing the
ethical implications of AI interventions in mental health. While there were slight variations
in the specific search terms and strings used across databases, they maintained a consistent
structure. Additional information can be found in Supplementary File S1.
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2.4. Study Selection

Our study selection process involved a meticulous review of article titles and abstracts
by each researcher to assess relevance to our inclusion criteria, focusing on the ethical
considerations of artificial intelligence interventions in mental health. Conflicting articles
were promptly excluded, and input from other scholars was sought when doubts arose,
ensuring a consensus-based final selection by the research team. This rigorous approach
aimed to maintain consistency and rigor in the selection process, address uncertainties
collaboratively, and enhance the reliability of the studies included in our systematic review.

In cases where a researcher had a potential conflict of interest due to prior involvement
with a study, such as being a co-author, that researcher recused themselves from evaluating
that particular study to maintain objectivity. For example, if a researcher had collaborated
on a study examining the ethical implications of a specific AI-powered mental health
chatbot, they would not have been involved in assessing the inclusion of that study in our
review to avoid any bias. By following this protocol, we ensured that the selection process
remained impartial and free from conflicts of interest.

2.5. Quality Assessment

The quality of included studies was assessed using The Critical Appraisal Skills
Programme (CASP) Systematic Review tool, which is a widely recognized tool for evalu-
ating the methodological rigor and validity of research studies. The CASP tool provides
a structured framework for critically appraising the key components of a study, includ-
ing study design, methodology, data collection, analysis, and interpretation of findings
(Supplementary File S2).

2.6. Data Extraction and Synthesis

Data extraction involved systematically collecting relevant information from each
included study, such as author(s), publication year, study design, key findings related
to ethical considerations in AI interventions for mental health, and recommendations
for ethical practice. Data synthesis involved analyzing and summarizing the extracted
information to identify common themes, trends, and gaps in the literature. Findings
were synthesized to provide a comprehensive overview of the ethical challenges and
opportunities associated with the use of AI in mental health interventions, as well as
recommendations for promoting responsible and ethical practice in this evolving field
(Supplementary File S3).

3. Results
3.1. Article Selection

Based on the database search strategy (PubMed, PsycINFO, Scopus, Web of Science,
and Google Scholar), we identified 5974 articles, out of which 1412 articles were relevant to
PubMed, 1951 articles were relevant to PsycINFO, 1351 articles were relevant to Scopus, and
1100 articles were relevant to Web of Science. Furthermore, our manual search of Google
Scholar identified 160 articles. After removing 3236 duplicate articles, the remaining 2738
articles were screened. Of these, 2036 articles were excluded, as they were not relevant to
the study objectives; 1969 were from other academic disciplines; and 340 were in languages
other than English. This left 702 potentially eligible articles. Upon further review of the
titles and abstracts, an additional 443 articles were excluded, as they did not meet the
study design criteria (i.e., they focused on other content or subjects). The full texts of the
remaining 259 articles were then assessed for inclusion. After this detailed evaluation, 216
articles were excluded, leaving a final set of 43 articles that were included in the systematic
review. We found an additional 8 relevant articles through a citation-chaining search.
Consequently, in the final summary, we obtained 51 articles (Figure 1).
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3.2. Quality Assessment Results

The assessment of study quality using the CASP tool yielded insightful results. None
of the studies achieved a perfect score of 10. Notably, nine studies stood out with a
commendable score of 9, reflecting the high quality of research in those cases, which
accounted for 17.64% of the reviewed articles. Additionally, a significant portion of the
studies, totaling twenty-three, achieved a score of 8, comprising 45.09% of the total. Twelve
studies received a score of 7, demonstrating a satisfactory level of quality, representing
23.52% of the reviewed articles. Moreover, seven studies garnered a score of 6, indicating
room for enhancement yet still contributing valuable insights, making up 13.75% of the
total. Overall, these findings highlight the qualitative strengths prevalent in the majority of
the reviewed studies. For a detailed examination of the study selection process, readers are
encouraged to consult Supplementary File S4.

3.3. Ethical Considerations of Artificial Intelligence Interventions in Mental Health and Well-Being

According to the literature review, there are several key ethical considerations associ-
ated with the use of artificial intelligence interventions in mental health and well-being.
Some of the main considerations include privacy and confidentiality, informed consent,
bias and fairness, transparency, explainability, accountability, and autonomy and human
agency (Table 1).
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Table 1. Ethical considerations of artificial intelligence interventions in mental health and well-being.

Considerations Interpretation Reference

Privacy and confidentiality

AI systems often collect and analyze large
amounts of sensitive personal data. It is crucial to
ensure that these data are handled securely and
that individuals’ privacy rights are respected.

(Y. Chen and Esmaeilzadeh 2024; Chintala
2022; Murdoch 2021;
Sivan and Zukarnain 2021)

Informed consent

Individuals should be fully informed about how
their data will be used and the potential risks
and benefits of using AI interventions in mental
health. Informed consent should be obtained
before implementing any AI-based intervention.

(Cohen 2019; Pickering 2021;
Ursin et al. 2021)

Bias and fairness

AI systems can perpetuate and amplify biases
present in the data used to train them. It is
important to address issues of bias and ensure
that AI interventions are fair and equitable for all
individuals, regardless of their background
or characteristics.

(Gaonkar et al. 2023; Kerasidou 2021; Martin
et al. 2022; Aditya Singhal et al. 2024;
Tatineni 2019)

Transparency, explainability,
and accountability

The decision-making process of AI systems can
often be opaque and difficult to interpret. It is
important to ensure transparency in how AI
interventions are developed, implemented, and
evaluated and to establish mechanisms for
accountability in case of errors or harm.

(Habli et al. 2020; Khanna and Srivastava
2020; Kiseleva et al. 2022; Aditya Singhal et al.
2024; Vollmer et al. 2020)

Autonomy and human agency

AI interventions should be designed to support
and enhance human decision making and
autonomy rather than replacing human
judgment entirely.

(Fanni et al. 2023; Love 2023; Tiribelli 2023)

Safety and efficacy

AI interventions should be rigorously evaluated
to ensure that they are safe and effective for use
in mental health and well-being contexts. It is
essential to prioritize the well-being and safety of
individuals who may be using
these interventions.

(Davahli et al. 2021; Ellahham et al. 2020;
Habli et al. 2020; Morley et al. 2021; Tiwari
and Dileep 2023)

3.4. Integrating Ethical Principles for Responsible Practice and Positive Outcomes in AI
Technologies for Mental Health Settings

Through a comprehensive review of the collected articles, we identified several consid-
erations for incorporating ethical principles into the AI design process, namely an ethical
framework, stakeholder engagement, ethical review, bias mitigation, and continuous evalu-
ation and improvement (Table 2).

Table 2. Considerations for integrating ethical principles for responsible practice and positive
outcomes in ai technologies for mental health settings.

Considerations Interpretation Reference

Ethical framework

A clear ethical framework should be established that
outlines the values and principles that will guide the
development and implementation of AI technologies
in mental health settings is essential. This framework
should address key ethical considerations such as
privacy, transparency, fairness, and accountability.

(Baskin et al. 2021; Leimanis and Palkova
2021; Nasir et al. 2024; Prathomwong and
Singsuriya 2022; Tahri Sqalli et al. 2023)

Stakeholder engagement

The involvement of a diverse group of stakeholders,
including mental health professionals, patients,
ethicists, and community members, in the
development process can help identify and address
ethical concerns from various perspectives.

(Bélisle-Pipon et al. 2022; Couture et al.
2023; A. Singhal et al. 2024)
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Table 2. Cont.

Considerations Interpretation Reference

Ethical review

Conducting regular ethical reviews of AI technologies
in mental health settings can help identify and address
any ethical issues that may arise during the
development and implementation process.

(McKay et al. 2023; Olorunsogo et al. 2024;
Shaw 2022)

Bias mitigation

Implementing strategies to mitigate bias in AI
technologies, such as using diverse and representative
datasets, regularly monitoring for bias, and
incorporating fairness and accountability measures
into the algorithms, can help ensure that the
technology is used ethically and responsibly.

(F. Chen et al. 2024; Ferrara 2023; Mensah
2023; Mittermaier et al. 2023)

Continuous evaluation
and improvement

Regularly evaluating the impact of AI technologies on
mental health outcomes and ethical considerations is
important. This includes monitoring for any
unintended consequences, soliciting feedback from
stakeholders, and making adjustments to the
technology as needed to ensure positive outcomes and
responsible practice.

(WHO Guidance 2021; Magrabi et al. 2019;
McGreevey et al. 2020; Morley et al. 2020)

3.5. Practices for Ethical Use of AI in Mental Health Interventions

According to our comprehensive review of the articles, some key practices to promote
the ethical use of AI in mental health interventions are adhering to ethical guidelines,
ensuring transparency, prioritizing data privacy and security, mitigating bias and ensuring
fairness, involving stakeholders, conducting regular ethical reviews, and monitoring and
evaluating outcomes (Table 3).

Table 3. Best Practices for ethical use of ai in mental health interventions: guidelines and recommendations.

Considerations Interpretation Reference

Adhere to ethical
guidelines

Established ethical guidelines and principles should be
followed, such as those outlined by professional
organizations like the American Psychological
Association (APA) or the World Health Organization
(WHO), to guide the development and implementation
of AI technologies in mental health settings.

(Joerin et al. 2020; Luxton 2014; Skorburg
et al. 2024)

Ensure transparency and
explainability

Transparency about how AI technologies are developed,
how they work, what underlying data were used to
train them, and how they are used in mental health
interventions should be prioritized. Providing clear
information to users about the technology can help
build trust and promote ethical use.

(Carr 2020; Kasula 2023; Aditya Singhal
et al. 2024)

Prioritize data privacy and
security

Robust data privacy and security measures should be
implemented to protect the confidentiality and integrity
of individuals’ data. This includes securing data storage,
ensuring data encryption, and obtaining informed
consent from individuals before collecting and using
their data.

(Gooding and Kariotis 2021; Mörch et al.
2020; Olawade et al. 2024; Rubeis 2022)

Mitigate bias and
ensure fairness

Steps should be taken to identify and mitigate biases in
AI algorithms used in mental health interventions. This
includes using diverse and representative datasets,
regularly monitoring for bias, and implementing
fairness measures to ensure equitable outcomes for
all individuals.

(F. Chen et al. 2024; Ferrara 2023; Mensah
2023; Mittermaier et al. 2023)
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Table 3. Cont.

Considerations Interpretation Reference

Involve stakeholders

A diverse group of stakeholders should be engaged,
including mental health professionals, patients, ethicists,
and community members, in the development and
implementation of AI technologies in mental health
settings. Incorporating diverse perspectives can help
identify and address ethical concerns and ensure that
the technology meets the needs of its users.

(Carr 2020; Y. Chen and Esmaeilzadeh
2024; Chintala 2022; Kasula 2023;
Murdoch 2021; Aditya Singhal et al. 2024;
Sivan and Zukarnain 2021)

Conduct regular ethical
reviews

The ethical implications of AI technologies in mental
health interventions should be regularly reviewed to
identify and address any ethical issues that may arise.
This can involve evaluating the potential risks and
benefits of the technology, ensuring compliance with
ethical guidelines, and making adjustments as needed to
promote responsible practice.

(McKay et al. 2023; Olorunsogo et al.
2024; Shaw 2022)

Monitor and evaluate
outcomes

The impact of AI technologies on mental health
outcomes and ethical considerations should be
continuously monitored and evaluated. This includes
assessing the effectiveness of the technology, soliciting
feedback from stakeholders, and making improvements
to enhance ethical use and positive outcomes.

(Carr 2020; Sarah Graham et al. 2019;
Habli et al. 2020; Khanna and Srivastava
2020; Kiseleva et al. 2022; Aditya Singhal
et al. 2024; Vollmer et al. 2020)

4. Discussion

Artificial Intelligence (AI) holds immense potential to revolutionize mental health
services by providing personalized support and improving accessibility. However, the
responsible implementation of AI interventions in mental health settings requires careful
consideration of ethical concerns to ensure positive outcomes for individuals. This study
contributes to a theoretical understanding of ethical considerations for AI in mental health
interventions by identifying the themes of privacy, informed consent, bias and fairness,
transparency, accountability, autonomy, and safety within the literature. In order to ade-
quately integrate these principles, it is critical to engage stakeholders who will be impacted
by the technology and continuously evaluate as the technology evolves. Ultimately, these
technologies must support people, not overlook them in an effort to automate.

Several studies emphasize the importance of safeguarding patient privacy and ensur-
ing confidentiality in AI-driven mental health interventions (Y. Chen and Esmaeilzadeh
2024; Chintala 2022; Murdoch 2021; Sivan and Zukarnain 2021). One of the foremost
ethical considerations in AI-driven mental health interventions is privacy and confiden-
tiality (Ghadiri 2022; Shimada 2023). Protecting patient data and ensuring confidentiality
are paramount to building trust between users and AI systems. Researchers emphasize
the importance of implementing robust data security measures and adhering to privacy
regulations (Murdoch 2021; Sivan and Zukarnain 2021). By safeguarding patient privacy,
AI interventions can uphold ethical principles while delivering personalized support to
individuals seeking mental health assistance (Y. Chen and Esmaeilzadeh 2024; Murdoch
2021; Sivan and Zukarnain 2021).

Researchers stress the need for transparent communication, explainability of AI mod-
els, and the need to obtain informed consent from users before deploying AI interventions
(Cohen 2019; Pickering 2021; Ursin et al. 2021). This includes providing clear information
about the purpose, risks, and benefits of the technology (Cohen 2019; Pickering 2021; Ursin
et al. 2021). Transparent communication fosters trust and empowers individuals to make
informed decisions about their mental health care. By prioritizing informed consent, AI in-
terventions can respect individuals’ autonomy and promote collaborative decision-making
between users and providers (Cohen 2019; Ursin et al. 2021).
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Several researchers have identified the risk of bias in AI algorithms, particularly in
mental health diagnostics and treatment recommendations (Gaonkar et al. 2023; Kerasi-
dou 2021; Martin et al. 2022; Aditya Singhal et al. 2024; Tatineni 2019). Addressing bias
requires diverse and representative datasets, as well as algorithmic fairness assessments
to mitigate disparities (Gaonkar et al. 2023; Kerasidou 2021; Aditya Singhal et al. 2024;
Tatineni 2019). Bias in AI algorithms poses significant ethical challenges in mental health
diagnostics and treatment recommendations. Studies have highlighted the importance of
addressing bias through the use of diverse and representative datasets, algorithmic fairness
assessments, and bias mitigation strategies (Gaonkar et al. 2023; Kerasidou 2021; Martin
et al. 2022; Aditya Singhal et al. 2024; Tatineni 2019). Fairness in AI-driven mental health
interventions ensures equitable access to care and minimizes disparities among diverse
patient populations (Ferrara 2023). By promoting fairness, AI technologies can enhance the
quality and effectiveness of mental health services while reducing the risk of harm (Ferrara
2023; Aditya Singhal et al. 2024).

There is a call for transparency in AI systems, including disclosure of how algorithms
make decisions and accountability for their outcomes; this transparency fosters trust
between users and AI systems (Habli et al. 2020; Khanna and Srivastava 2020; Kiseleva et al.
2022; Aditya Singhal et al. 2024; Vollmer et al. 2020). Transparency in AI systems is crucial
for promoting accountability and trustworthiness (Kiseleva et al. 2022). Users should have
insight into how algorithms make decisions and understand the limitations of AI technology
(de Bruijn et al. 2022; Lee 2018). Ethical AI-driven mental health interventions prioritize
transparency through clear explanations of algorithms’ functionality and decision-making
processes (Koutsouleris et al. 2022; Aditya Singhal et al. 2024). Accountability mechanisms
hold developers and providers accountable for the outcomes of AI interventions, fostering
responsible practice and ensuring positive outcomes for individuals (Habli et al. 2020;
Kiseleva et al. 2022; Aditya Singhal et al. 2024; Vollmer et al. 2020).

Ethical AI in mental health respects individual autonomy and empowers users to make
informed decisions about their treatment options (Fanni et al. 2023; Love 2023; Tiribelli
2023). Human oversight is essential to ensure that AI interventions complement rather
than replace human judgment and agency (Fanni et al. 2023; Love 2023; Tiribelli 2023).
Respecting individual autonomy and human agency is fundamental in ethical AI-driven
mental health interventions (Alowais et al. 2023). While AI technologies can augment
decision-making processes, human oversight is essential to ensure that interventions align
with users’ preferences and values (Fanni et al. 2023; Love 2023; Tiribelli 2023). Empowering
individuals to actively participate in their mental health care promotes autonomy and
self-determination (Fanni et al. 2023; Love 2023; Tiribelli 2023). Human-centered design
approaches prioritize user autonomy and agency, emphasizing collaboration and shared
decision making between users and AI systems (Margetis et al. 2021; Usmani et al. 2023).

Ensuring the safety and efficacy of AI-driven mental health interventions is paramount;
this involves rigorous testing, validation, and ongoing monitoring to detect and mitigate
potential adverse effects (Davahli et al. 2021; Ellahham et al. 2020; Habli et al. 2020; Morley
et al. 2021; Tiwari and Dileep 2023). Ensuring the safety and efficacy of AI-driven mental
health interventions is paramount to protecting individuals from harm. Rigorous testing, vali-
dation, and ongoing monitoring are essential to detect and mitigate potential adverse effects
(Balcombe and De Leo 2021; Joerin et al. 2020; Tatineni 2019). Ethical AI practices prioritize
safety and efficacy, prioritizing the well-being of users and minimizing the risk of unintended
consequences (J. P. Singh 2021). By upholding safety standards, AI interventions can enhance
the quality and accessibility of mental health care while promoting positive outcomes for
individuals (S. Graham et al. 2019; Habli et al. 2020; Mensah 2023; Reddy et al. 2019).

Ethical frameworks and guidelines specific to promoting ethical AI in mental health
are advocated for by the authors of many studies (Jeyaraman et al. 2023; Siala and Wang
2022). These frameworks provide a structured approach for addressing ethical challenges
and promoting responsible practice (Siala and Wang 2022; Zhang et al. 2023). Developing
and adopting ethical frameworks and guidelines specific to AI-driven mental health inter-
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ventions provide a structured approach for addressing ethical challenges (Carr 2020). These
frameworks offer guidance on ethical decision making, risk assessment, and responsible
practice (Carr 2020; Molala and Makhubele 2021). Stakeholder engagement throughout
the development and implementation process ensures that ethical considerations are ade-
quately addressed, promoting transparency and accountability in AI-driven mental health
interventions (Bélisle-Pipon et al. 2022; Couture et al. 2023; A. Singhal et al. 2024).

Practical strategies for mitigating bias in AI algorithms include diverse data collection,
algorithmic audits, and ongoing evaluation to detect and correct biases that may arise
during deployment (F. Chen et al. 2024; Ferrara 2023; Mensah 2023; Mittermaier et al. 2023).
Mitigating bias in AI algorithms is essential to ensure equitable and fair outcomes in mental
health interventions (Timmons et al. 2023). Diverse data collection, algorithmic audits,
and bias mitigation strategies are critical components of ethical AI practice (F. Chen et al.
2024; Ferrara 2023; Mensah 2023; Mittermaier et al. 2023). Continuous evaluation and
improvement efforts aim to detect and correct biases that may arise during deployment,
promoting fairness and inclusivity in AI-driven mental health interventions (F. Chen et al.
2024; Mensah 2023; Mittermaier et al. 2023).

Ethical AI practices require continuous evaluation and improvement to adapt to evolv-
ing ethical standards, technological advancements, and user needs (WHO Guidance 2021;
Magrabi et al. 2019; McGreevey et al. 2020; Morley et al. 2020). Continuous evaluation and
improvement are integral to ethical AI practice in mental health settings (WHO Guidance
2021; McGreevey et al. 2020). Monitoring and evaluating outcomes enable developers and
providers to identify areas for improvement and adapt to evolving ethical standards and
user needs (WHO Guidance 2021; Magrabi et al. 2019; McGreevey et al. 2020; Morley et al.
2020). Regular ethical reviews and stakeholder feedback contribute to ongoing refinement
and optimization of AI-driven mental health interventions, ensuring that they remain
ethically sound and beneficial to individuals seeking care (Farhud and Zokaei 2021; WHO
Guidance 2021; Leimanis and Palkova 2021; Nasir et al. 2024).

Several recent review studies, including that by Li et al. (2023), have critically ex-
amined the ethical implications of employing artificial intelligence (AI) in mental health
interventions. Li, Han et al. synthesized evidence on the effectiveness of AI-driven conver-
sational agents in enhancing mental health and well-being. Their findings offer valuable
insights into the current evidence base for the use of conversational AI in mental health
interventions, highlighting both its potential and limitations. Ethical concerns such as
informed consent, privacy, transparency, and algorithmic bias were identified as significant
challenges (Li et al. 2023). Another narrative review by A. M. Alhuwaydi (2024) explored
the evolving role of AI in mental health care, addressing key challenges, limitations, and
prospects. It underscored the potential of AI, particularly predictive analytics, in refining
treatment strategies by predicting individual responses to interventions, thus aligning
with the shift towards personalized mental health care. The review also scrutinized major
ethical dimensions in AI-driven mental health, including algorithmic bias, data privacy,
transparency, responsibility, and the doctor–patient relationship (Alhuwaydi 2024).

Additionally, Thakkar et al. (2024) contributed a narrative review discussing AI’s
applications in managing psychiatric disorders such as neurodegenerative disorders, in-
tellectual disabilities, and seizures. The paper explored AI’s role in enhancing awareness,
diagnosis, and intervention for mental health conditions. While highlighting AI’s potential
benefits, the review acknowledged significant challenges, emphasizing the necessity of
culturally sensitive and flexible algorithms to mitigate potential biases. It provided a
comprehensive overview of AI’s current landscape and future prospects in mental health,
alongside critical considerations and limitations that warrant attention for its responsible
and effective integration into mental health care (Thakkar et al. 2024).

Together, these studies underscore the pressing ethical issues that must be addressed to
ensure the safe and ethical use of AI in supporting mental health care. They emphasize the
importance of informed consent, data privacy, algorithmic transparency, and maintaining
human-centric approaches in AI-powered mental health interventions.
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Notably, regulating bodies such as the Federal Drug Administration (FDA) in the
United States may play a role in ensuring that AI interventions are developed and deployed
in an ethical manner. The AI interventions discussed in this paper could take many forms,
such as specific algorithms, chatbots, or complete AI-enabled devices. AI-enabled medical
devices may be subject to FDA approval, as noted in recent publications on the agency’s
website. While this can be a promising development for the protection of consumers, it will
be critical that the FDA retain experts who are able to properly assess the ethical design
and development of the AI components of these devices. Research like that discussed
in this paper can offer an important source of information to inform the development of
responsible regulation of AI devices.

5. Limitations of This Study

There are a few limitations to note for this study. This systematic review has a limited
scope and mainly focuses on articles published in a specific time period (2014–2024) in a
limited set of databases (PubMed, PsycINFO, Web of Science, and Scopus). This narrow
scope ignores studies or perspectives from other time periods or sources and limits the
generalizability of the findings. The review’s reliance on published articles may introduce
publication bias, as studies with significant findings are more likely to be published than
studies with negative results. This bias can distort the overall interpretation of ethical
considerations in AI-based mental health interventions. Limiting the search to articles
published in specific databases may lead to language bias, as relevant studies published
in other languages or regions may be overlooked. This limitation can affect the compre-
hensiveness of the review findings. This review may not provide an accurate assessment
of the quality of included studies, potentially overlooking methodological flaws or biases
in the literature. Without robust quality assessment criteria, the reliability and validity
of pooled findings may be compromised. Despite efforts to conduct a systematic review,
biases inherent in the processes of study selection, data extraction, and synthesis may affect
the interpretation of the findings. Future research should aim to overcome these limitations
to provide a more comprehensive understanding of ethical considerations in AI-based
mental health interventions and to inform responsible practice and policy development.

6. Conclusions

Ethical considerations play a central role in the responsible implementation and impact
of AI-driven mental health interventions. By addressing privacy, informed consent, bias,
transparency, autonomy, safety, and efficacy, ethical AI practice promotes responsible prac-
tice and positive outcomes for individuals. Ethical frameworks, stakeholder engagement,
bias mitigation strategies, and continuous evaluation efforts contribute to the ethical de-
velopment and deployment of AI interventions, fostering trust, fairness, and effectiveness
in mental healthcare delivery. As AI technology continues to evolve, prioritizing ethical
considerations remains essential to maximizing benefits while minimizing potential harms
in mental health interventions. These findings collectively underscore the importance of
prioritizing ethical considerations in the development and deployment of AI interventions
in mental health. By addressing these concerns, researchers and practitioners can ensure
that AI technologies contribute positively to mental health care while minimizing potential
risks and harms.
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